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Abstract: Considering of object modeling problem with the complex background, the paper 
proposes a new object tracking algorithm based on bilateral structure tensor using particle filter 
under Lie group. Bilateral structure tensor is adopted to describe the appearance of the object, 
which can maintain the information of image edge better. At the same time, for the bilateral 
structure obeys Lie group structure, Riemann geometry which is much more accurate is applied to 
calculate the mean value and design particle filtering algorithm. The experimental results show that 
the proposed algorithm can achieve stable tracking for the visual and the variable targets under 
water. 

1. Introduction 
In the field of video tracking, the establishment of accurate and stable target apparent model and 

dynamic model for particle filter is the key to improve the performance of the algorithm. Because 
particle filter is nonlinear and does not limit the noise to Gaussian noise, using particle filter online 
learning method to construct tracking framework[1-6]has become a hot spot of various tracking 
algorithms. 

In reference [1], by using the characteristic that affine deformation parameters are distributed on 
low dimensional manifolds, the state model of particle filter is established by affine lie group, and 
the tracking of deformed target is realized. 

The paper[2,3] proposed a method for tracking the increasing covariance tensor on the 
Riemannian's flow. By using the affine transformation to describe the deformation process of the 
target, the particle filter frame is fused, and the background interference can be better removed. And 
real-time tracking can be realized. 

The paper[4]proposes to construct a dual-particle filter by using the Riman flow geometry and 
the geodetic line method in Bayesian frame.At present, many algorithms [5] introduce structure 
tensor into the field of image tracking or matching. 

These algorithms construct a positive definite matrix for certain properties of the image, and then 
pre-process Gaussian filtering. However, Gaussian filter is linear filter, which has the characteristics 
of isotropicity, which can easily filter out weak corner information. By combining the gray scale 
information and spatial information in the image, the bilateral filtering method makes the output 
image save the edge information well while filtering background noise. 

Paper [6]applies an improved bilateral filtering method to the cost fusion algorithm of images. 
Paper [7]applies bilateral filtering theory to target detection and improves detection performance. 

Considering the large non-planar attitude change of video target, the target tracking method 
based on the traditional Euclidean space basic framework often leads to the target tracking offset or 
failure. The apparent characteristic data of the deformed target exist on the smooth surface. Lie 
groups contain both differential manifolds and related theories of groups, where differential 
manifolds include topological manifolds and differential structures. It has become a feasible and 
effective method to realize target tracking based on the basic theory of lie group manifolds. In this 
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paper, based on the characteristics of bilateral structure tensor, the bilateral structure tensor matrix is 
constructed as the apparent model of the target to be traced, the mean value of the lie algebra 
corresponding to the lie group space is used to calculate the mean value, and the particle filter is 
used to realize the stable tracking of the visual and infrared targets in the lie group space. 

2. Bilateral Filtering Theory 
The bilateral filtering method is based on the Gaussian filter, and is an improvement to the 

Gaussian filter. The Gaussian filter directly uses the Gaussian coefficient as the weight, and 
performs image filtering. Only the spatial information of the image is taken into account, and when 
the bilateral filtering method calculates the weight value, the gray level information of the image is 
integrated, and the average value of the pixel values adjacent to the space and the gray scale of each 
pixel of the image is replaced with the original value. By the non-linear combination of the gray 
level information and the spatial information in the image, the edge detail part of the image can be 
better preserved. 

Let I be the original image, and I (x0, y0) denotes the gray value at the pixel (x0, y0). If the pixel 
point (x, y) is any point in the neighborhood w of (x0, y0), it is the same as the Gaussian filter. The 
spatial distance between the pixel point (x, y) and (x0, y0) can be expressed as follows: 

2 2( - ) ( )0 0d x x y yI = + -                        (1) 

Let dI’ represents the gradient distance between two points, defined as follows: 
2 2( ) ( )' 0 0

d I I I Ix x y yI = − + −                    (2) 

The weight value merges the spatial distance information and gradient distance information 
between two pixel points. for any (x, y) ∈ w weight, the definition of ,Nρ δ is as follows: 

2 21 'exp( )exp( ), 2 2, 2 2

d dI IN
Cρ d
ρ d ρ d

= −−                  (3) 

Which the parameters ρ , δ control the decay rate of space and gradient distance respectively. 
2 2

'exp( )exp( ), 2 22 2( , )
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∈

              (4) 

the bilateral filtering formula is as follows: 

( , ) * ( , ),0 0 ( , )
I x y N I x y

x y w
ρ δ∑=

∈
                 (5) 

Fig.1 is a comparison of the weight distribution of Gaussian kernel function Gσ and bilateral 
tensor filter kernel function ,Nρ δ in a given image centered on a pixel point. 

 
 (a) Gauss Kernel function Gσ               (b) bilateral filer function ,Nρ δ  

Figure 1 Comparison of the Weight Distribution of the Gaussian Kernel Function Gσ and the 
bilateral Filtering Function ,Nρ δ  
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It can be seen that Gσ  has the characteristics of isotropism and does not depend on the local 
features of the image. However, the ,Nρ δ has the characteristics of anisotropy, and the distribution of 
the point depends on the local characteristics of the point. 

3. Establishment of Bilateral Structural Tensor Matrix 
First, for the point (x,y) in a given window W, the weighted structure information of the point  is 

defined as[4,5]: 

 (6) 

Among them, the definition of ,Nρ δ  is  the same as formula (5.2). The bilateral structure tensor 
for the point 0 0( , )x y is defined as the algebra sum of ( , )x yT  of all points in a search window 
centered on that point: 

0 0( , ) ( , )
( , )

x y x y
x y w

M T
∈

= ∑                               (7) 

However, due to the ( , )x yT disobedience of vector space, the structure tensor obtained directly by 
arithmetic addition may lead to inaccurate operation results. Because symmetric positive definite 
manifolds have lie group structure, their intrinsic mean values can be calculated by Riemann 
geometry. 

For matrix lie groups, lie group exponential mapping is an algebra matrix index in the general 
sense. If given matrix x ∈ g, there is exponential mapping: 

0
exp( )

!

i

i

xx
i

∞

=

=∑                                (8) 

When the matrix has no negative real eigenvalues, the matrix lie group exponential mapping has 
inverse mapping, which is called lie group logarithmic mapping. 
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For ( , )x yT of any point in the search window, there is a lie group structure. Therefore, this paper 
defines the bilateral structure tensor of 0 0( , )x y based on the lie group structure as follows: 

0 0 0 0( , ) ( , )' exp( ' )x y x yM m=   
0 0( , )' x yM G∈                          (10) 

where, 
0 0( , ) ( , )
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4. Particle Filter Algorithm 
Let the initial probability density be as follows: 

( ) ( )0 0 0|p X Y p X=                                          (12) 

In which tX  is system state variables. tY  is an observation variable of the system. The system 
is divided into two stages: a prediction stage and an update stage. 
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(1) the prediction stage: according to the state transition model of the system, the observation 
value that the system is likely to be obtained at the time t of the future is computed, The prior 
probability ( )1: 1|t tp X Y − is predicted by the prior probability ( )1 1: 1|t tp X Y−−  : 

( ) ( ) ( )1: 1 1 1 1: 1 1| | |t t t t t t tp X Y p X X p X Y dX−−−−−    = ∫                (13) 

(2) the updating stage: on the basis of obtaining the observed values at time t, according to the 
observation model of the system, the posterior probability is obtained: 

( ) ( ) ( )
( )

1: 1
1:

1: 1

| |
|

|
t t t t

t t
t t

p Y X p X Y
p X Y

p Y Y
−

−

=                         (14) 

Among them, ( )|t tp Y X  is the likelihood probability, which represents the degree of similarity 
between the system state and the observed value after the transition from time t-1 to time t. Formula 
(3.2) is called prediction equation, which represents the probability model of target state transition, 
and formula (3.3) is called update equation. The process is described as follows: if the probability 
density of the target state at  t - 1 is known as ( )1: 1|t tp X Y − , the posterior probability density of the 

target state ( )1: 1|t tp X Y − at t is calculated recursively according to the probability model of state 

transition ( )1|t tp S S −  and observation tY . 
During the tracking process, the observed data are used to correct the latest predicted state at 

each moment. The probability of the sample is estimated by measuring the similarity between the 
observed data and the model. Given ( )|t tp I S  is the observation of tI  under the state tS , the state 
model can be constructed as follows: 

( ) ( ) 2
2

*| exp( , )
tt t Sp I S d M Mλ∝ −                       (15) 

Where, *C is represented by the bilateral structure tensor of the image template, and
tSC  is 

represented by the sampling bilateral structure tensor at time t. 
Define the weight of each particle as follows: 

( ) 2
2

*exp( , )
t

j j
t Sw d M Mλ= −                       (16) 

The normalization weight is: 

1
/

M
j j j

t t t
j

w w w
=
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5. Tracking Algorithm Design and Template Update Strategy 
5.1 Tracking Algorithm Design 

The target apparent model is estimated by using the bilateral structure tensor of the target region 
tM .The complete tracking algorithm design is as follows:  
input:. 1tM −  
Output: the bilateral structure tensor tM of the region at time t, t = 2, 3,. . .  
Step 1. Initialize particle weight 1 1/jw N=  
step 2. Produces sample particles.  
Step 3. Calculate the weight value , 1, 2,...,i

tw i N=   
Step 4. The weighted mean value is calculated according to formula (10). 
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Step6. According to formula (9), output the target state tM , let 1t t= + turn to step 2. 

5.2 Template Update Strategy 
Because of the non-rigidity, the shape, scale and appearance of the deformed target may change 

at any time. In order to achieve stable target tracking, it is necessary to establish the corresponding 
template updating strategy to adapt to these changes. The algorithm updates the template every 
other m frames. Let {T1, T2,. , Tm} represents the bilateral structure tensor matrix of the nearest m 
frame tracking target. The value of m is determined by the practical application. The Riemann mean 
of the nearest m frame covariance matrix is calculated, which is used as a new tracking template. 
According to formula (10), the logarithmic Euclidean Riemann mean algorithm is used to calculate 
the mean value of bilateral structural tensor matrix. The algorithm is shown in Table 1. 

Table 1 Riemann mean algorithm for bilateral structural tensor matrices 

Algorithm 1 
Input: sample matrix (m, n*n), m is the number of bilateral structural tensor 

matrices, and n is the dimension of covariance matrix. 
 Initialization: Sample mean Mean=zeros（n,n）; 
for i=1:m 
     Mean=sample(:,i); 
      mean=reshape(Mean,n,n); 
      meanlog=meanlog+logm(mean); 
 end 
meanlog=1/m*meanlog;  
meanlog=expm(meanlog);  
output: meanlog 

Then meanlog is the mean value of the bilateral structure tensor matrix, that is, the updated 
template. The time complexity of the algorithm is O (n). 

6. Experimental Results and Analysis 
In order to verify the effectiveness of the algorithm, the proposed algorithm (BPA) is compared 

with the tracking algorithm (CPA) using covariance matrix particle filter. Simulation experiments 
are carried out on the image sequence of rigid body and light transformation, and the tracking 
effects of the two algorithms are compared. 

 
frame 1          frame 37          frame 196        frame 228 

A. CPA algorithm tracking results 

 
frame 1       frame 37          frame 196        frame 228 

B. BPA algorithm tracking results 
Figure 2. tracking results of video sequence 1 

In the first group of experiments, two algorithms are used to track the rigid deformation motion 
in video sequence 1. Figure 2 (a) is the tracking effect of CPA algorithm, and figure 2 (b) is the 
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tracking effect of BPA algorithm. In this case, in pixels, the neighborhood w=1*1 is taken. The 
template update frequency of both algorithms is 10 frames per time. The experimental results show 
that both algorithms can achieve stable tracking of rigid body motion, but for each frame effect, the 
tracking effect of BPA algorithm is more accurate. 

In the second group of experiments, two algorithms are used to track the rigid body motion in 
video sequence 2. Figure 3 (a) is the tracking effect of CPA algorithm, and figure 3 (b) is the 
tracking effect of BPA algorithm. In this case, in pixels, the neighborhood w=1*1is taken. The 
template update frequency of both algorithms is 10 frames per time. It can be seen that the tracking 
algorithm proposed in this paper can achieve stable tracking of video targets with obvious light 
changes. The experimental results show BPA algorithms can achieve stable tracking of rigid body 
motion, while CPA algorithm tracks deviation. 

 
frame 1          frame 131          frame 196        frame 229 

A. CPA algorithm tracking results 

 
frame 1          frame 131          frame 196        frame 229 

B. BPA algorithm tracking results 
Figure 3. tracking results of video sequence 2 

In the third group of experiments, we track a group of infrared video targets. Fig. 4 shows the 
tracking results of the two algorithms, when the neighborhood size is 2*2 (pixels) and the 
smoothing scale is 0.8. The template is updated every 10 frames. The experimental results show that 
the tracking results of CPA become worse due to the cumulative error. Because the bilateral 
structure tensor is used as the image feature data, the BPA algorithm enhances the edge information 
of the image and can track the infrared image target stably. 

  
frame 218          frame 245          frame 308        frame 338 

A. CPA algorithm tracking results 

  
 frame 218          frame 245          frame 308        frame 338 

B. BPA algorithm tracking results 
Figure 4. tracking results of video sequence 3 

Table 2 lists the average coordinate difference between the traced center point and the real target 
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center point in the x axis and y axis direction. It can be seen that the algorithm proposed in this 
paper has little deviation and the tracking results are more accurate. 

Table 2 distance between tracking results and the center point of the real target 

 First video sequence Second video 
sequence 

Third video sequence  

CPA 8.13 16.23 13.43 
BPA 3.11 5.66 2.19 

In the fourth group of experiments, we test the effect of the tracking algorithm on underwater 
target tracking. As can be seen from figure 5, the tracking algorithm can track underwater targets 
very well. 

 
Figure 5. Underwater Target Tracking Results 

7. Conclusions 
In the complex background, the apparent model of the target is the key to obtain a stable and 

accurate tracking effect. In this paper, we apply the bilateral filtering theory to the target tracking 
field and the target tracking algorithm based on the tensor particle filtering of the bilateral structure. 
Because the bilateral filtering has the anisotropic characteristics, the filtered image can better 
preserve the edge information, the surface of the image area is characterized by the bilateral 
structure tensor, the particle filtering algorithm is implemented, and the target tracking is finished. 
The experimental results of various conditions show that the algorithm can realize stable tracking 
on the target of deformation and the target undergoing large-scale illumination change, and can 
accurately track the infrared target, and can accurately track the underwater target. 
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